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Abstract—The model of the axial and torsional vibrations for
a drillstring with distributed parameters is obtained using the
variational approach within the Hamiltonian Mechanics. Further
there is considered the model of the axial vibrations which is a
linear system with control and perturbation input signals. To
the aforementioned equations of the model a system of equations
with deviated argument is associated by integration along the
characteristics. The system with deviated argument is of neutral
type and allows construction of the basic theory but has its
difference operator marginally (critically, not strongly) stable.
This aspect is discussed finally and suggests the use of the
methodology of the singular perturbations.

Index Terms—Distributed Systems, Linear Systems, Industrial
Applications

I. INTRODUCTION. PROBLEM STATEMENT

Progress of the oil extracting industry is accompanied
by such unpleasant phenomena as vibrations of the drilling
equipment. These vibrations turn to be the main cause of
equipment breaking which is a constant source of material
and financial losses. Consequently the scientific and technical
concern for vibration analysis and vibration quenching has
become an urgent task. The last years witnessed an increase
of research production and research literature on the subject,
implying more and more the automatic control. We mention
here but a quite recent reference having itself a long list
of references [1]. References of two recently accepted PhD
theses [2], [3] can complete the image of the recent progress
in the field.

The development of research has pointed out two main di-
rections: dynamics modeling and control of vibration quench-
ing. The first direction of research focuses on distributed
parameters for the drill and on nonlinear representation for
the rock-bit interaction. The second direction of research
is control of vibrations. Basically vibration quenching via
feedback control reduces to the increase of a variable damping
factor using the control of the electrical drive. With respect to
control one can mention adaptive control [4], H∞ control [5],
methods derived from standard methods [6], standard torque
control and other. Worth mentioning that drive analysis for the
control can make the phenomena representation even more
complex: replacement of the d.c. drives by a.c. induction
motors can be a source of hidden oscillations [7].

For these reasons the present paper will focus on distributed
parameter modeling as main source of drillstring undamped (or
weakly damped) oscillations. Following a quite large stream of
research as reflected in the published literature, the drillstring

will be considered as having distributed parameters. The model
itself will be obtained using the variational approach using
the Hamiltonian Mechanics [8] adapted to distributed parame-
ters [9], [10] and the standard Euler Lagrange variations [11].

The model of the coupled torsional and axial vibrations will
be obtained and compared to that in common use in physics
and engineering [12], [13]. Comments on the significance will
accompany each relevant step of the modeling. Next the anal-
ysis will focus on the axial vibrations since this model is less
studied within the framework of the distributed parameters.
Following [14]–[16] and our own methodology [17], [18] there
is associated to the initial model a system of coupled delay
differential and difference equations; the connection of the
two kinds of mathematical models is given by the one to one
correspondence between their solutions.

From now on the analysis deals with the aforementioned
system of functional equations which turns to be of neutral
type. Since it is linear, as the source system of partial differ-
ential equations, the characteristic equation is of interest for
inherent stability studies. Here a major difficulty occurs: the
difference operator is only marginally (not strongly) stable, be-
ing thus in a critical case. Consequently the system of neutral
equations (and, with him, the initial one) can display some
“ugly i.e. unpleasant” phenomena which had been reported
long ago [19] but were forgotten after the spread of the strong
stability assumption due to J.K. Hale and M. A. Cruz [20].
The fact that such limit cases can occur in applications (and
not as mathematical curiosities/pathologies) gives to the entire
problem a new perspective. For the given drillstring model an
approach based on singular perturbations is suggested. Other
open problems are pointed out in the Conclusion section.

II. MODELING THROUGH THE VARIATIONAL APPROACH

II.1 Kinetic and potential energies. The first step in this
approach to modeling is to write down the system energy. The
kinetic energies are as follows

Ekθ (t) =
1
2

[

Jmθ̇m(t)2 + Jbθt(L,t)2 +
∫ L

0
ρ(s)Ip(s)θt (s,t)

2ds

]

(1)
represents the rotation kinetic energy, where the following
notations have been made

Jm, Jb - the moment of inertia of the driving mechanism for
the rotation motion and of the bit, respectively;

θm(t) - rotation angle of the driving motor;
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ρ(s) - distributed density of the drillstring shaft (space
dependent);

Ip(s) - polar momentum of the drillstring shaft - a geometric
parameter (space dependent);

θ (s,t) - rotation angle of the drillstring shaft at time t and
space coordinate s, 0 ≤ s ≤ L; here and elsewhere L is the
length of the drillstring shaft

It will appear later that a certain difference between θm(t)
and the rotation angle of the drillstring shaft does exist,
accounting for the elastic torsional strain of the drillstring
ν(s,t)

ν(s,t) = θ (s,t)−θm(t) (2)

Next

EkH(t) =
1
2

[

m0żH(t)2 + mbzt(L,t)2 +

∫ L

0
ρ(s)Γ(s)zt (s,t)ds

]

(3)
represents the linear motion kinetic energy, where the follow-
ing notations have been made:

m0, mb - the mass of the vertical driving mechanism and of
the bit, respectively;

z(s,t) - the shaft linear motion coordinate: we have, as in
the rotation case

z(s,t) = ζ (s,t)+ zH(t) (4)

with ζ (s,t) - the linear elastic strain;
Γ(s) - the cross section area of the shaft.
The potential energies accumulated through shaft deforma-

tion are as follows

Epθ (t) =
1
2

∫ L

0
G(s)Ip(s)νs(s,t)

2ds =

∫ L

0
G(s)Ip(s)θs(s,t)

2ds

(5)
where G(s) is the shear modulus, represents the potential
energy associated with torsion. Next

EpH(t) =
1
2

∫ L

0
E(s)Γ(s)ζs(s,t)

2ds =

∫ L

0
E(s)Γ(s)zs(s,t)

2ds

(6)
represents the potential energy; here E(s) is the Young elastic-
ity modulus, associated with compression/stretching. An addi-
tional mention for the notations: for the distributed variables
i.e. θ (s,t), z(s,t) etc, the indices t, s denote partial derivation
with respect to that variable and repeated indices mean second
order or mixed partial derivation.

Here one has to mention that according to the form of the
potential energies, one type of shaft or another may result
(Bernoulli, Timoshenko etc - see [21]). For (5) and (6) the
string model is obtained i.e. the simplest case of distributed
parameter shaft modeling.

II.2 Forces and momenta. The next step is to write down
the active momenta and forces. For rotation we shall have the
following momenta

τa(t) - the active momentum that rotates the shaft - it can
result as an output of the driving mechanism;

τo(t) - the damping momentum at motor’s shaft; we assume
that τo(t) = −γ ′oθ̇m(t);

τ1(t) - the momentum that is transmitted to the load; we
assume that τ1(t) = γ ′l θ̇m(t);

τ2(t) - the load momentum of the shaft; we assume that
τ2(t) = −γ ′l θt(0,t) (the momenta τ1(t) and τ2(t) appear as
virtual momenta when separating the motor shaft from the
drilling shaft; these momenta would have been equal for
perfect rigidity - zero elastic strain);

τd(s,t) - the distributed friction momentum: τd(s,t) =
−γθ (s)Ip(s)θt (s,t);

τb(t) - the load momentum at the bit: we assume, according
to [1], [12], [13], that τb(t) =−Tb(θt(L,t) where Tb(σ) is one
of the functions described in the aforementioned references.

Except the load momentum, all dependencies are assumed
linear with the proportionality coefficients γ ′o, γ ′1 etc; their
physical dimension is thus clear.

Using the momenta thus defined we are in position to write
down the work of the momenta in the rotation motion

Wmθ (t) = (τa(t)+ τo(t)+ τ2(t))θm(t)+ τ1(t)θ (0,t)+

+

∫ L

0
τd(s,t)θ (s,t)ds+ τb(t)θ (L,t)

(7)

Note that the expressions of the momenta are to be sub-
stituted in Wmθ (t) but only after applying the variational
principles: for the work there is applied the principle of the
virtual displacements - only the generalized coordinates are
subject to the variations (not the forces/momenta) [8].

For the vertical motion we shall have the following forces
which are involved in the work

fH(t) - the active force that regulates ground penetration; it
can result as an output of the brake motor incorporated in the
driving mechanism;

fo(t) - the damping force within the driving mechanism; we
assume that fo(t) = −γ”ożH(t);

f1(t) - the force that is transmitted to the load; we assume
that f1(t) = γ”l żH(t);

f2(t) - the load force f2(t) = −γ”lzt (0,t) (here also forces
f1 and f2 appear as virtual forces when separating the drive
from the drillstring; they would have been equal for perfect
rigidity - zero elastic strain);

fd(s,t) - the distribute friction force on the vertical:
fd(s,t) = −γH(s)Γ(s)zt (s,t);

fb(t) - the friction force at the bit, induced by the friction
momentum and assumed to be

fb(t) = −
2

µκRb
Tb(θt(L,t)) (8)

where we denoted: Rb - the bit radius; κ - the conversion
coefficient of the rolling friction into sliding friction; µ - a
friction coefficient.

Here also, except the load force at the bit, all dependencies
are assumed linear with the proportionality coefficients γ”o,
γ”1 etc; their physical dimension is thus clear.
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We are now in position to write down the work of the
aforementioned forces

WmH(t) = ( fH(t)+ fo(t)+ f2(t))zH(t)+ f1(t)z(0,t)+

+
∫ L

0
fd(s,t)z(s,t)ds+ fb(t)z(L,t)

(9)

(Here also the expressions of the forces are to be substituted
in WmH(t) only after applying the variational principles: under
the principle of the virtual displacements, only the generalized
coordinates are subject to the variations).

II.3 Variations and resulting equations. We write down
the complete Hamiltonian, incorporating the work of the ex-
ternal forces and momenta and the functional to be minimized

I(t1,t2) = Iθ (t1,t2)+ IH(t1,t2) =

=

∫ t2

t1
(Ekθ (t)−Epθ(t)+ Wmθ (t))dt+

+

∫ t2

t1
(EkH(t)−EpH(t)+ WmH(t))dt

(10)

This functional is quadratic. Following the standard procedure
we consider the Euler Lagrange variations of the generalized
coordinates with respect to some trajectory supposed to ensure
the minimum of (10) [11]

θ (s,t) = θ̄(s,t)+ εϑ(s,t) ; θm(t) = θ̄m(t)+ εϑm(t) ;

z(s,t) = z̄(s,t)+ εζ (s,t) ; zH(t) = z̄H(st)+ εζH(t)

We thus obtained the perturbed functional Iε(t1,t2) which
is quadratic in ε . The necessary extremum conditions are
obtained from

d
dt

Iε(t1,t2) |ε=0 = 0 (11)

Following the methodology of [11], see also [18], the follow-
ing equations are obtained: a) for the torsional vibrations

−ρ(s)Ip(s)θtt +(G(s)Ip(s)θs)s − γθ (s)Ip(s)θt = 0

−Jmθ̈m + τa(t)− γ ′oθ̇m − γ ′l θt(0,t) = 0

G(0)Ip(0)θs(0,t)+ γ ′l θ̇m(t) = 0

−Jbθtt (L,t)−G(L)Ip(L)θs(L,t)−Tb(θt (L,t)) = 0

(12)

b) for the axial vibrations

−ρ(s)Γ(s)ztt +(E(s)Γ(s)zs)s − γH(s)Γ(s)zt = 0

−moz̈H + fH(t)− γ”ożH − γ”lzt(0,t) = 0

E(0)Γ(0)zs(0,t)+ γ ′′l żH(t) = 0

−mbztt (L,t)−E(L)Γ(L)zs(L,t)−Tb(θt(L,t)) = 0

(13)

The similarity of the two sets of equations is obvious. In
both cases they define non-standard boundary value problems
for hyperbolic partial differential equations. Since we dis-
cussed the torsional vibrations in several papers, the present
paper will focus on the equations of the axial vibrations.

III. THE BASIC THEORY FOR THE MODEL OF THE AXIAL

VIBRATIONS

III.1 Some remarks on the model. We shall start here from
the basic model (13) where the active force fH(t) is used as
a control signal and fb(t) = −2(µκRb)

−1T (θt(L,t)) is also
an external force (from the system describing the torsional
vibrations) and represents the perturbation signal. Overall
system (13) describes a structure with distributed parameters -
a propagation equation with non-standard boundary conditions
- containing ordinary differential equations at the boundaries.

Another observation concerns the state variables zH(t) and
z(s,t): they enter in (13) only by their time and space deriva-
tives - they are cyclic variables and the order of the equations
can be thus reduced.

The final remark at this level of generality concerns the
comparison to the model considered in [13]. By taking mo =
0 in (13) and relying on singular perturbations, this system
reduces to

−ρ(s)Γ(s)ztt +(E(s)Γ(s)zs)s − γH(s)Γ(s)zt = 0

γ”
oE(0)Γ(0)zs(0,t)− (γ ′′l )2zt(0,t)+ (γ ′′l )2 fH(t) = 0

−mbztt (L,t)−E(L)Γ(L)zs(L,t)+ fb(t) = 0

(14)

which has the same structure as the model denoted by (17a)-
(17b) in [13].

III.2 The symmetric Friedrichs form. We continue the
analysis at this level of generality, for a while, by introducing
for (13) and (14) the so called symmetric Friedrichs form with
the new variables

v(s,t) := zt(s,t) , w(s,t) := zs(s,t) ; vH(t) := żH(t) (15)

(Observe that v(s,t) is a velocity and we introduced also the
local velocity vH(t) := żH(t) at the ground level - taking into
account that the state variables are cyclic. Consequently system
(13) becomes

−ρ(s)Γ(s)vt +(E(s)Γ(s)w)s − γH(s)Γ(s)v = 0

wt − vs = 0 ; E(0)Γ(0)zs(0,t)+ γ ′′l vH(t) = 0

−mov̇H − γo”vH − γ”lv(0,t)+ fH(t) = 0

−mbvt(L,t)−E(L)Γ(L)w(L,t)+ fb(t) = 0

(16)

(We do not reproduce the new form of (14) since it follows
from (16) by taking mo = 0 and eliminating vH between the
two equations at s = 0).

III.3 Steady states. We discuss next the steady states of
(16) which correspond to a constant axial speed and a constant
elastic strain; both fH and fb have to be assumed as having
constant values: fb will be constant since the steady state
angular velocity θt is constant and fH is proportional to some
axial velocity supplied by the brake motor of the drive. The
steady state equations will be

−γH(s)v̄(s)+ (E(s)Γ(s)w̄(s))s = 0 , v̄s(s) = 0

E(0)Γ(0)w̄(0)+ γ”l v̄H = 0 ,

−γ”ov̄H − γ”l v̄(0)+ f̄H = 0

−E(L)Γ(L)v̄(L)+ f̄b = 0

(17)
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and their solution reads as follows

v̄(s) ≡ v̄ =
1

E(L)Γ(L)
f̄b ; v̄H =

1
γ”0

f̄H −
γ”l

γ”0
·

1
E(L)Γ(L)

f̄b

w̄(s) =
γ”l

γ”0E(s)Γ(s)

[

− f̄H +
f̄b

E(L)Γ(L)

(

γ”l +

∫ s

0
γH(λ )dλ

)]

(18)
III.4 The Riemann invariants and the functional dif-

ferential equations. From now on we shall follow the basic
assumptions of the references dealing with distributed pa-
rameters of the drillstring - see [1], [13], also their lists of
references. We shall assume homogeneous materials for the
drillstring i.e. the parameters E , Γ, ρ , γH to be independent
of s and also take γH ≡ 0 (negligible) - the consequences of
neglecting the internal material damping of the drillstring will
be discussed later. Under these circumstances equations (16)
take the form

ρvt −Ews = 0 , wt − vs = 0

EΓw(0,t)+ γ”lvH(t) = 0 , mov̇H + γ”ovH + γ”lv(0,t) = fH(t)

mbvt(L,t)+ EΓv(L,t) = fb(t)
(19)

The basic theory (existence, uniqueness and continuous data
dependence) will be constructed for (19) based on a method
announced firstly in [17], described later in several papers of
the first author and having a quite definite form in [18]; this
method was inspired by the papers [14]–[16]. The approach
consists in the following steps: 1o Introduce the Riemann
invariants w±(s,t) by

w±(s,t) = v(s,t)∓ caw(s,t) , ca =
√

E/ρ (20)

and the converse

v(s,t) =
1
2
(w−(s,t)+ w+(s,t))

w(s,t) =
1

2ca
(w−(s,t)−w+(s,t))

(21)

to obtain instead of (19) the system

w±
t ±w±

s = 0

γ”lvH(t)+
EΓ
2ca

(w−(0,t)−w+(0,t)) = 0

mov̇H + γ”ovH +(γ”l/2)(w+(0,t)+ w−(0,t)) = fH(t)

mb
d
dt

(w+(L,t)+ w−(L,t))+

+
EΓ
ca

(w−(0,t)−w+(0,t)) = 2 fb(t)

(22)
2o The Riemann invariants are constant along the charac-

teristic lines t±(σ ;s,t) = t ± (σ − s)/ca - the forward wave
w+(s,t) along t+(σ ;s,t) and the backward wave w−(s,t) along
t−(σ ;s,t). Without details - the reader is sent to [18] - the

following system of coupled delay differential and difference
equations is associated

mo
dvH

dt
+

(

γ”o +
caγ”l

EΓ

)

vH + γ”ly
−(t −L/ca) = fH(t)

mb
dvb

dt
+

EΓ
ca

vb −
2EΓ
ca

y+(t −L/ca) = 2 fb(t)

y+(t) = y−(t −L/ca)+
2caγ”l

EΓ
vH(t)

y−(t) = −y+(t −L/ca)+ vb(t)
(23)

and the following basic result is true
Theorem 1: Consider the initial boundary value problem

(19), having vH(0), vo(s), wo(s), 0≤ s≤ L, a set of sufficiently
smooth initial conditions, the Riemann invariants (20)-(21)
and the initial boundary value problem (22) with the initial
conditions vH(0), w±(s,0) = vo(s)∓ cawo(s), 0 ≤ s ≤ L. Let
(vH(t),w±(s,t)) be a classical solution of (22) and define the
functions

u+(t) := w+(L,t) , u−(t) := w−(0,t) ; y±(t) := u±(t + L/ca)
(24)

Then the functions (vH(t),vb(t),y±(t)) are a (possibly discon-
tinuous) solution of (23) defined by the initial conditions

vH(0) , vb(0) = vo(L) , y+
o (t) = vo(−cat)−wo(−cat)

y−o (t) = vo(L+ cat)+ wo(L+ cat) , −L/ca ≤ t ≤ 0
(25)

Conversely, let (vH(t),vb(t),y±(t)) be a (possibly discontin-
uous) solution of (23) defined by some initial conditions. Then
the functions (vH(t),v(s,t),w(s,t)) where v(s,t) and w(s,t) are
defined by (21) and w±(s,t) by the representation formulae

w+(s,t) = y+(t − s/ca) , w−(s,t) = y−(t +(s−L)/ca) (26)

are a classical, possibly discontinuous solution of (19) with
the initial conditions resulting accordingly.

The proof of this theorem can be done following the
methodology of [18] - the proof of Theorem 3.1 - and we
shall omit it. Its significance is however rather important: it
states a one to one correspondence between the solutions of
two mathematical objects: the initial boundary value problem
(19) (or (22)) and the system of functional equations (coupled
delay differential and difference) (23). Consequently all results
obtained for one of them are automatically projected back on
the other.

III.5 The basic theory. Now, system (23) belongs to the
class of functional differential equations of neutral type. The
simplest proof of this assertion is to substitute vH(t) and vb(t)
from the difference equations into the differential ones and
obtain a neutral system. But (23) itself is of neutral type
according to the by now classical reference [16]. Also the fact
that its solutions are neither smoothed in time nor loosing their
smoothness puts system (23) in the class of neutral systems
according to the classification of G.A. Kamenskii [19].

The construction of the solution of (23) can be done by
steps: the solution has the smoothness of its initial conditions
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and discontinuities at t = kL/ca, k = 0,±1,±2, . . . (as for any
system of neutral type the solution can be constructed forward
and backward also). Being a linear system, uniqueness and
continuous data dependence are ensured.

Conversely, the representation formulae (26) will ensure the
same properties for the discontinuous classical solution of (18).
Moreover, if one takes into account a result of Hale concern-
ing the theory of neutral functional differential equations on
Sobolev spaces, the way to the generalized solutions [14] is
thus open. We end here the discussion concerning the basic
theory.

IV. INHERENT STABILITY OF THE SYSTEM OF AXIAL

VIBRATIONS

Some time ago there was introduced the concept of model
augmented validation [18]. Following the line of the Stability
Postulate of N. G. Četaev [22] it was stressed in the aforemen-
tioned cited papers that inherent stability should be considered
a distinct and necessary step in validating a mathematical
model, together with basic theory (well posedness in the sense
of J. Hadamard).

IV.1 Inherent stability. We consider here stability of (23)
with fH(t) ≡ fb(t) ≡ 0. This autonomous system of neutral
type is in a critical case: the basic assumption of strong
stability for the difference operator does not hold; the matrix
D defining this operator has ±ı as eigenvalues. If however the
time constant mo(γ”o + (caγ”l)(EΓ)−1)−1 can be considered
small with respect to e.g. the time constant mbca(EΓ)−1, then
this fast dynamics can be neglected (relying on singular per-
turbations) to obtain the reduced system of the slow dynamics

mb
dvb

dt
+

EΓ
ca

vb −
2EΓ
ca

y+(t −L/ca) = 0

y+(t) =
γ”0EΓ+ caγ”l −2ca(γ”l)

2

γ”0EΓ+ caγ”l
y−(t −L/ca)

y−(t) = −y+(t −L/ca)+ vb(t)

(27)

The difference operator of (27) will be strongly stable if
the coefficient ρ of y−(t −L/ca) in the second equation will
satisfy |ρ | < 1 and this condition holds iff

0 ≤ γ”l <
1
2

(

1 +

√

1 + 4γ”o
EΓ
ca

)

(28)

We shall thus discuss first stability of (27) whose charac-
teristic equation is

p(λ ) = (cambλ + EΓ)e2λ L/ca + ρ(cambλ −EΓ) (29)

Defining some elementary changes of variables in (29) the
stability problem is reduced to the location of the roots of the
quasi-polynomial

q(z) =

(

z+
EΓL
c2

amb
·

1−ρeα

1 + ρeα −
α
2

)

cosh z+

+

(

1−ρeα

1 + ρeα z+
EΓL
c2

amb
−

α
2
·

1−ρeα

1 + ρeα

)

sinh z

(30)

in the left half plane ℜe(z) < 0 for α > 0 sufficiently small.
This will give the roots of (29) in ℜe(λ )≤−αca/2L. The ap-
proach to be used is the sharpest one, based on the generalized
Sturm method [23]. Firstly we shall consider the generalized
necessary conditions of Stodola type - see [23], page 264,
then the necessary and sufficient conditions resulting from the
analysis of the Sturm sequence. It turns out quite easily that
by choosing α > 0 sufficiently small to have

α ·
1 + ρeα

1−ρeα <
2EΓL
c2

amb
(31)

then the roots will result in ℜe(z) < 0 - see [23], page 296.
The aforementioned result, ensuring location of the roots

of (29) in ℜe(λ ) ≤ −αca/2L, suggests examination of the
critical case of (23) based on singular perturbations i.e. for
mo > 0 sufficiently small.

IV.2 Inherent stability in the critical case. We consider
now the characteristic quasi-polynomial of (23)

p(λ ) =

(

moλ + γ”o +
caγ”l

EΓ

)(

mbλ +
EΓ
ca

)

−

−

(

moλ + γ”o +
caγ”l

EΓ
(1− γ”l)

)(

mbλ −
EΓ
ca

)

e−2λ L/ca

(32)
Let λ = s−α , α > 0 hence ℜe(s) < 0 ⇔ ℜe(λ ) ≤ −α . We
shall have

e(s−α)L/ca p(s−α) =

[

−2momb

(

sinh
αL
ca

)

s2 + . . .

]

cosh
sL
ca

+

[

2momb

(

cosh
αL
ca

)

s2 + . . .

]

sinh
sL
ca

and the two coefficients of the quadratic terms have opposite
signs. Therefore p(s−α) cannot have its roots in ℜe(s) < 0 -
see [23], page 264. It follows that there is no α > 0 such that
the roots of (32) lie in ℜe(λ ) ≤ −α . On the other hand by
taking α < 0 it is not difficult to find that (32) has no roots
the right half plane.

We check now if the roots of (32) lie at least in ℜe(λ ) < 0.
Applying the Sturm method - see again [23] - we find that
(32) is in a limit (marginal) case ( [23], page 288) hence it
can have some roots on the imaginary axis.

At the same time the asymptotic properties of the quasi-
polynomials arising from neutral equations in the critical case
of the difference operator show that even some chains of roots
in the left half plane can accumulate asymptotically to the
imaginary axis without crossing it - see [24] or [25]. A dis-
cussion of such cases can be found within the “Supplementary
remarks” at Chapter 9 of [26]; it points out to non-uniform
asymptotic stability in the best case.

V. SOME CONCLUSIONS AND PERSPECTIVE PROBLEMS

The underlying philosophy of this paper is that control of
some physical phenomena displayed by an industry device
can ensure improved performance if it relies on a sound
mathematical model. For this reason the problem of drilling
vibration modeling - for both torsional and axial vibrations
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- has been tackled in all its generality. More specific, the
modeling was considered within the variational approach of
the Hamiltonian Mechanics. It became quite clear that the
quality of the model strongly depends on the “list” of external
forces and momenta included in the model of the mechanical
work. The fact that the equations for the torsional and axial
vibrations are quite decoupled and can be treated separately is
due to the chosen model of the bit-rock friction force and/or
momentum.

The paper focused on the axial vibrations whose model
resulted linear with external control and perturbation signals.
The rather complete list of forces and momenta led to a model
that displayed a critical case of stability. To be more specific,
in the paper there has been used the approach of integrating the
Riemann invariants along the characteristics and associating a
system of functional differential equations of neutral type. The
difference operator of the system of neutral type results only
marginally (critically) stable instead of strongly stable. Such
“pathologies” have been discussed long ago [19] and easily
forgotten because not reported in physics, engineering and
other applications. Now we were facing exactly an application
of this kind. Neglecting a (presumably) small parameter (not
present in earlier models) the difference operator became
strongly stable and the model got exponential stability. A
possible use of singular perturbations theory is thus suggested.

According to our opinion, the main perspective problems
connected to the drilling vibrations are thus of mathematical
nature. Criticality of the difference operator induces in fact
hidden oscillations due to weakly damped modes: such modes
are associated to those roots of the characteristic equation
which accumulate asymptotically to the imaginary axis while
being located in the left half plane. They define probably
a series [27] which is not uniformly convergent. If the
frequencies associated to it define an increasing sequence (our
conjecture) then they might be quenched by the feedback
control provided the closed loop bandwidth is narrow enough
(another conjecture of ours). Finally the third conjecture might
be connected to the role of the neglected internal distributed
damping of the drillstring: the associated functional equations
might display a strongly stable difference operator.
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